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Abstract
The algorithmic accountability literature to date has primarily focused on procedural tools to govern automated decision-

making systems. That prescriptive literature elides a fundamentally empirical question: whether and under what circum-

stances, if any, is the use of algorithmic systems to make public policy decisions perceived as legitimate? The present study

begins to answer this question. Using factorial vignette survey methodology, we explore the relative importance of the

type of decision, the procedural governance, the input data used, and outcome errors on perceptions of the legitimacy of

algorithmic public policy decisions as compared to similar human decisions. Among other findings, we find that the type of

decision—low importance versus high importance—impacts the perceived legitimacy of automated decisions. We find

that human governance of algorithmic systems (aka human-in-the-loop) increases perceptions of the legitimacy of algo-

rithmic decision-making systems, even when those decisions are likely to result in significant errors. Notably, we also find

the penalty to perceived legitimacy is greater when human decision-makers make mistakes than when algorithmic systems

make the same errors. The positive impact on perceived legitimacy from governance—such as human-in-the-loop—is

greatest for highly pivotal decisions such as parole, policing, and healthcare. After discussing the study’s limitations, we

outline avenues for future research.
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Introduction
Decision-making is increasingly automated. Governments
are now relying on automated systems to make critical deci-
sions affecting entitlements, education, and criminal justice
(Citron and Pasquale, 2014; Lavorgna and Ugwudike,
2021; Pasquale, 2014; Wexler, 2018; Whittaker et al.,
2018). Houston used an algorithm to determine promotions,
bonuses, and jobs for its teachers (Houston Federation of
Teachers v. Houston Independent School District, 2017).
Idaho relied on an algorithm to cut disability benefits
(K.W. v. Armstrong, 2016). U.S. border agents are using
algorithms to make detention determinations (Sonnad,
2018). Some police forces leverage artificial intelligence
(AI) to pacify populations on the basis of race and forecast
crimes before they occur (Joseph and Lipp, 2018; Sheehey,
2019).

The increasing prevalence of automated decision-
making belies its risks. Scholars have shown that these
systems are data-extractive and biased (Benjamin, 2019;

Katyal, 2019; Kraemer et al., 2011; Loi et al., 2020;
Martin, 2019; Noble, 2018). They are “black boxes” with
little accountability (Innerarity, 2021; Pasquale, 2014).
Citron (2007), Crawford and Schultz (2014), and Berman
(2018) argue that algorithmic decision-making threatens
due process. And, as de Laat (2019) has argued, algorithmic
systems that are used to predict human behavior are polypa-
noptic in the Foucauldian sense: they subject us to surveil-
lance, encourage a race to the norm, and undermine
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independence. If these critics are correct, algorithmic
decision-making should pose a problem for democratic
societies, which we define, following Dworkin (1996:
17), as a society in which “collective decisions [are] made
by political institutions whose structure, composition, and
practices treat all members of the community, as indivi-
duals, with equal concern and respect.” When authorities
in democratic societies use technological tools that studies
show erode privacy, evade accountability, and lead to
arbitrary results, those technologies have a legitimacy
problem.

Legitimate decisions are those that comport with our
values and, importantly, inspire voluntary and willing com-
pliance (Brummette and Zoch, 2016; Tyler, 1990/2006).
Many studies show that, in democratic societies, unelected
authorities gain legitimacy through a fair process, treating
people with respect, and giving individuals opportunities
to be heard, among other procedural factors (Sunshine
and Tyler, 2003; Tyler and Huo, 2002). Unelected author-
ities—judges, police, and administrative agencies, for
example—depend on perceived legitimacy in order to
achieve their policy goals, maintain their positions, and
function properly in democratic societies (Grimes 2006).

Given the risks that automated decision-making systems
pose to the values of justice, freedom, and equality, this
study seeks to determine whether and under what circum-
stances, if any, the public perceives that the use of algorith-
mic systems to make public policy decisions is legitimate.1

More specifically, the prevalence of algorithmic decision-
making systems requires us to ask, first, whether the trap-
pings of governance help facilitate voluntary compliance
with algorithmic decisions and, second, how, if at all, any
of the known systemic problems with algorithmic systems
affect those perceptions of legitimacy. Therefore, in this
study, we consider the impact of decision type, governance,
errors, and other factors on popular perceptions of the legit-
imacy of algorithmically derived social policy decisions in
democratic societies.

Using factorial vignette survey methodology to survey
individuals’ normative judgments about algorithmic
and human decisions, we find that human governance
(human-in-the-loop) increased the perceived legitimacy
of algorithmic systems, even when those decisions are
likely to result in significant errors. Notably, we also find
the perceived legitimacy penalty is greater when human
decision-makers make mistakes than when algorithmic
systems make the same errors. This may be explained by
a lingering effect of human trust in technology (de Vries
and Midden, 2008; Figueras et al., 2021; Hoff and
Bashir, 2015; Jacovi et al., 2021). Moreover, privacy
issues, including data governance and data source, offer
neither a perceived legitimacy dividend nor penalty, sug-
gesting individuals perceive public policy decisions
made by an algorithm as less a privacy issue than a ques-
tion of justice or due process.

Theory

The functions and risks of algorithmic
decision-making
This study focuses on algorithmic decision-making systems,
which, following Calo (2017), we define generally as pro-
cesses involving algorithms, or sequences of logical, math-
ematical operations, to implement policies by software.
Some algorithmic decision-making tools are powered by
AI of varying maturity and types. We also recognize that
there exists a range of automation for decision-making,
with some decisions almost fully computerized while
others are merely augmented with technology (Martin,
2018). Defining artificial intelligence and classifying all
algorithmic decision-making systems is not our goal. As
this study focuses on perceptions of the legitimacy of deci-
sions made by humans as compared to decisions augmented
by machines, a definition that recognizes the role of data
inputs, computers, and automation of decisions suffices.

So defined, algorithmic decision-making systems try to
identify meaningful relationships and likely patterns in
large data sets (Cormen, 2009). Governments use algo-
rithms that analyze internet browsing behavior, purchase
histories, residence zip code, criminal history, employment,
educational achievement, and family relationships, among
myriad other variables, to predict whether someone
should receive in-home health services or whether
someone is likely to commit another crime after release
from prison (Angwin et al., 2016; Crawford and Schultz,
2014; Federal Trade Commission, 2016).

Unfortunately, researchers have shown that because
algorithmic systems make probabilistic predictions about
the future, they still make mistakes; probabilities are neces-
sarily generalized, with individual cases falling through the
cracks (Eubanks, 2018; Hu, 2016). Studies have also shown
that AI’s predictive capabilities may be exaggerated
(Dressel and Farid, 2018; Jung et al., 2017; Salganik
et al., 2020). AI’s opacity makes algorithmic systems diffi-
cult to interrogate and hold accountable (Colaner, 2021;
Innerarity, 2021; Loi et al., 2020). Algorithmic systems
also incent surveillance and data collection because they
need large information sets for model training and analysis.
This creates the circumstances for invasions of privacy and
erosion of privacy norms (Ohm, 2010; Zwitter, 2014).
Finally, algorithmic decision-making systems are biased.
Algorithmic systems can only be as good as the corpus of
data on which they are based and, as such, data that is
biased along with race, gender, sex, and socioeconomic
lines will lead to biased results (Bridges, 2017; Caliskan
et al., 2017; Katyal, 2019; Noble, 2018; O’Neil, 2016;
Sühr et al., 2021). Although it is true that some of these con-
cerns may be ameliorated with design changes, algorithms’
deficiencies may threaten the legitimacy of authorities in
democratic societies (Berman, 2018).
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Background: definitions and related literature
In measuring individuals’ perceptions of decisions, scholars
have used trustworthiness, fairness, and legitimacy at the
individual, organizational, and system levels (Jacovi et
al., 2021; Lee, 2018; Veale and Binns, 2017). Each lens
is distinct, based on different factors and sources.
According to Kaina (2008), legitimacy is a distinct
concept from fairness and trust For example, fairness mea-
sures focus on distributive, procedural, and interactional
justice components (Skarlicki and Folger, 1997); trust-
worthiness is driven by the ability, benevolence, and integ-
rity of the subject (Pirson et al., 2019). In this section, we
review the literature on legitimacy, describe related
studies of algorithmic legitimacy, and identify gaps in the
current literature.

Legitimacy. Based on Weber (1947/2012), legitimacy refers
to the public’s willingness to accept the validity of author-
ities’ actions (Lipset, 1959). Suchman (1995) defines legit-
imacy as “a generalized perception or assumption that the
actions of an entity are desirable, proper, or appropriate
within some socially constructed system of norms, values,
beliefs, and definitions.” Tom Tyler (1990/2006) and his
colleagues (Tyler and Huo, 2002: 102) define legitimacy
more narrowly, as either “perceived obligation to comply
with the directives of an authority, irrespective of the per-
sonal gains” or “a quality possessed by an authority, a
law, or an institution that leads others to feel obligated to
obey its decisions and directives voluntarily.” Either way,
both Suchman and Tyler recognize that there is a moral
valence to legitimacy. When decision-making is perceived
to be legitimate, it carries a moral presumption of validity.
Therefore, legitimacy is of critical concern to social scien-
tists, lawyers, ethicists, and technologists, especially in
democratic societies. As Bohman (1998: 400) has noted,
deliberative democracy depends on decisions that “every-
one could accept” or “not reasonably reject.”

In canonical studies of legal legitimacy, Tyler (1990/
2006) and Sunshine and Tyler (2003) showed that
popular perceptions of legitimacy and, in turn, a general
willingness to accept the decisions of authorities, hinges
at least in part on the existence of procedural safeguards
and the opportunity to be heard. In Tyler’s work, the legit-
imacy dividend of fair processes overcomes any lingering
distrust, opposition, or negative reaction associated with
an adverse result (Tyler, 1994). That is, even those indivi-
duals who came out worse off due to the actions of author-
ities, institutions, or law were willing to comply with the
law if the process was fair (Easton, 1965). Legal studies
scholars have suggested that a fair process can increase per-
ceptions of legitimacy of judicial decisions (Gibson and
Caldeira, 2009; Gibson et al., 2003). However, Badas
(2019), Bartels and Johnston (2013), and Christenson and
Glick (2015) have challenged the conventional wisdom

that process rather than outcome is the most significant
factor in judicial legitimacy. Their work has elevated the
role of policy disagreements: those who disagree with judi-
cial decisions tend to think the judge or court is less
legitimate.

Based on the scholarship discussed in this section, we
query whether and how inputs (data), process (types of gov-
ernance), and outputs (errors) affect perceptions of the legit-
imacy of algorithmic decisions. This study asks respondents
to report their perception of legitimacy based on these
factors.

Related studies on legitimizing algorithmic systems. Recent
research has begun to identify factors that legitimize algo-
rithmic systems, broadly construed. For instance, de Fine
Licht and de Fine Licht (2020) suggest that a limited
form of transparency that focuses on providing justifica-
tions for decisions could provide grounds for the perceived
legitimacy of algorithmic decisions. However,
Leicht-Deobald et al. (2019) theorize that algorithm-based
decisions may be perceived as more legitimate because
the individuals cannot question the system
(Leicht-Deobald et al., 2019). The literature is theoretical
and thus invites empirical research to understand the inter-
section between transparency and legitimacy.

The second stream of scholarship explicitly links the
legitimacy of algorithmic decisions with governance
(Danaher et al., 2017). In accord with Tyler (1990/2006),
fair procedures and accountability should legitimize algo-
rithmic systems in the eyes of the public. Citron (2007:
1305–1313) was among the first legal scholars to call for
replacing old forms of agency adjudication and rule-making
with audit trails, educating hearing officers on machine fal-
libility, detailed explanations, publicly accessible code, and
systems testing, among other recommendations. The goal
was to bring algorithmic systems under the umbrella of
traditional accountability regimes. Other scholars have pro-
posed a right to explanation, which ostensibly entitles indi-
viduals to clarity about the process behind a model’s
development with the goal of improving acceptance of
algorithmic decisions (Selbst and Barocas, 2018: 1087)
and satisfying an individual’s dignitary right to “understand
why” results came out the way they did (Zarsky, 2013:
325).

Another strain of scholarship is more specific as to the
type of transparency required for legitimate, fair, and
ethical algorithmic decisions. Martin (2019) suggests that
the design of AI must include a process to identify, judge,
and fix inevitable mistakes. In a similar vein, scholars
suggest that humans in the loop can fix errors and place
guard rails around absurd, unethical, or inappropriate
results (Henderson, 2018; Jones, 2017; Rahwan, 2018).
Studies have measured the relative importance of transpar-
ency in using algorithms (König et al., 2022) and find
explainability may not be intrinsically valuable (Colaner,
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2021). Other scholars focus on impact statements (Katyal,
2019; Metcalf et al., 2021; Reisman et al., 2018) modeled
after environmental or privacy impact assessments, or ex
ante transparency as to goals and metrics (Loi et al.
(2020) to document and assess a system’s fairness. These
scholars all focus on the capacity of procedures to make
“better” algorithmic systems.

Missing from this research, however, is an empirical
exploration of the specific and necessary conditions for
popular perceptions of the legitimacy of decision-making
systems, human and algorithmic alike. That is, it remains
unclear what effect, if any, these policies actually have on
perceptions of the legitimacy of the ultimate decision. In
designing the study, we build on existing studies that
attempt to measure the legitimacy of algorithmic systems.
Lünich and Kieslich (2021) measured the role of trust and
social group preference in the perceived legitimacy of algo-
rithmic versus human decision-making. The authors studied
the attributes of the respondents in driving perceived legit-
imacy and found general trust in automated decisions and a
preference for vaccines impacts the perceived legitimacy of
the vaccine allocation.2

In previous studies on legitimacy and algorithmic deci-
sions, Danaher et al. (2017) asked participants about algo-
rithmic governance (not decisions) with a single question:
“What are the barriers to legitimate and effective algorith-
mic governance” via email. Starke and Lünich (2020)
empirically examine input, process, and output legitimacy
of EU decisions. Output legitimacy was measured by per-
ceived goal attainment and with different goals listed as
well as whether the individual agreed with the decision.
Input legitimacy was measured by whether respondents per-
ceived that the correct people participated in the decision—
namely, if people like them participated. Process legitimacy
was operationalized as comprising of appropriateness, fair-
ness, and perceptions of satisfaction (none were defined).
What Starke and Lünich (2020) did not do, and what we
attempt to do here, is empirically assess the relative import-
ance of inputs, processes, and outcomes to the perceived
legitimacy of algorithmic decisions. As Persson et al.
(2013, p. 391) rightly noted, “legitimacy is an inherently
abstract concept that is hard to measure directly.” Our
study contributes to this research by empirically assessing
the relative impact of specific governance factors, including
types of governance, errors, data use, and biases, on percep-
tions of legitimacy of automated decision-making.

Study design and hypotheses
We used a factorial vignette survey methodology to survey
individuals’ normative judgments about both human and
algorithmic decisions made by government actors. This
allowed us to compare how the legitimacy of algorithmic
decisions differed, if at all, from the human decisions, all
else being equal.

A factorial vignette survey presents randomized respon-
dents with a series of scenarios where several factors are
systematically varied in the vignette; respondents then
judge the scenario using a single rating task (Jasso, 2006;
Wallander, 2009). This methodology allows researchers
to study how different features of the vignettes affect parti-
cipants’ attitudes, judgments, or views. Subsequent statis-
tical analysis allows researchers to determine not just
which factors drive the respondents’ judgments, but the
extent to which changes in the presence and degree of
those factors have a significant (or insignificant) effect on
participants’ views.

In addition, the single rating task in the factorial vignette
survey methodology supports the inductive measurement of
the concept—here, the legitimacy of the decision—through
the analysis of the factors in the vignette. In other words, the
researcher is able to measure the relative importance of the
vignette factors in driving the perception of legitimacy of
the respondent. Previously, the methodology has been
used to measure the relative importance of vignette
factors on just wages (Jasso, 2007); the relative importance
of the vignette factors on just punishments (Hagan et al.,
2008); the relative importance of vignette factors on the
trustworthiness of an organization (Pirson et al., 2017);
the relative importance of vignette factors on privacy expec-
tations (Martin and Nissenbaum, 2020). In each case, the
vignette factors constitute the theoretically important con-
structs that may drive the perception of trust, fairness, or
privacy of the respondent; the respondent is provided a
single rating task to rate the vignettes. The researcher is
able to then identify how each factor drives the perception
of the dependent variable.

In this study, decision factors were independently varied
with replacement, and the respondents judged the degree to
which the decision described was legitimate. This design
avoids two types of issues in typical surveys. First, the
respondents are forced to use a single rating task while
taking into consideration multiple factors at the same
time. Second, the design avoids respondent bias where
respondents attempt to answer survey questions to appear
more ethical or to please the researcher.

Each respondent was presented with thirty short vign-
ettes describing either a human or algorithmic decision. In
general, the vignettes’ narrative had five elements: a
decision-maker, a decision type, source of data for the deci-
sion, the decision error rate, and the governance regime, if
any, for the decision. The elements are illustrated in Table 1
and described in more detail below. A general outline of the
vignettes and samples of how they were presented to survey
respondents is provided in Appendix A.

Vignette factors and hypotheses
Decision-Maker: In order to isolate the importance of algo-
rithmic decisions under each condition, we varied whether
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the decision was made by a group of individuals or a com-
puter program by running separate survey conditions.
Similarly, Starke and Lünich (2020) found that AI-based
decisions were perceived as less legitimate than
human-involved decisions, and Leicht-Deobald et al.
(2019) make the theoretical case that algorithmic decisions
may be perceived as more legitimate. Both rightly argue
that any measurement of legitimacy of an algorithmic deci-
sion should be compared to a similarly situated human
decision.

Decision: In order to determine whether the perceived
legitimacy of human versus algorithmic decision-making
varies across types of decisions, we included five types of
decisions in the distribution of social goods: which potholes
will get fixed, how funds will be allocated to schools, how
police officers will be allocated to patrol neighborhoods,
which health services patients will receive under
Medicare or Medicaid, and who will be released on
parole from prison. These decision types were chosen
based on how pivotal they are in society within the

current literature (Burrell, 2016; O’Neil, 2016; Tufekci,
2015). The degree to which decision type was deemed
pivotal was verified by a pre-test survey of 400 respondents
on Amazon Turk. The respondents were asked: “Please rate
the degree to which the following decision represents a crit-
ical decision affecting someone’s life.” Potholes were the
least important (−8.00 on average), education and police
were in the next tier (42.3/42.4 on average, respectively),
and health and parole were the most important (66.9/66.2
on average, respectively). Our first hypothesis is that the
perceived legitimacy of algorithmic decision-making
varies significantly with decision importance. More
specifically,

Hypothesis 1 There is an inverse relationship between deci-
sion importance and the perceived legitimacy of an algo-
rithmic decision. As decision importance increases,
algorithmic decision-making systems are perceived as less
legitimate.

Table 1. Vignette factors and levels as operationalized in the vignettes.

Factors Levels Operationalized Mistakes

Decisions Potholes which potholes are fixed …
the worst streets in the city …
the city government …
for each neighbourhood

Where wrong potholes got fixed XX%

of the time.

Police Deciding which neighborhoods are patrolled …
The likelihood people will commit crimes in that

neighborhood …
the police …
for each neighborhood

Where the wrong neighborhood is

patrolled by police XX% of the time.

Education allocation of state funds for education …
the schools with the greatest needs …
the state’s board of education…
for each school district…

Where the wrong schools received the

funds XX% of the time.

Paroled who gets released early from prison the estimated risk of

recidivism …
the parole board …
for each prisoner.

The wrong prisoner remains in prison

XX% of the time.

Health Services The services someone receives under Medicare or

Medicaid (e.g. in home health aid, wheelchair, physical

therapy, etc)

the patient’s need for assistance …
the state’s board for human services …
for each patient.

Patients were incorrectly denied care

XX% of the time.

Data Type General gathered from individuals’ online browsing behavior

Specific (NULL) gathered directly for this purpose

Mistakes % wrong 10, 20, 30, 40, 50.

Governance Human Only

(NULL)

Entire vignette is about human decision

Null The organization does not notify citizens or provide

oversight over the decision.

Human

Governance

The organization hires a privacy professional to oversee the

decision.

Notification The organization notifies citizens that a computer program

makes the decision.
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Data Type: Decision-making depends on data inputs or
information the decision-maker uses to make a decision.
Algorithms also depend on both data inputs and a corpus
of training data (Caliskan et al., 2017). Current scholarship
and policy debates in privacy law and algorithmic account-
ability have recognized this, proposing several procedural
guardrails around the collection and use of personal infor-
mation (Citron and Pasquale, 2014; Kaminski, 2019a,
2019b; Katyal, 2019). Research also suggests that indivi-
duals generally disapprove of data brokers’ data collection
and data aggregation practices (Martin and Nissenbaum,
2017). Given the centrality of data in the theoretical legal
scholarship on algorithmic systems, we included in the
vignettes two data types that could be used for either
human or algorithmic decisions: data about an individual
that was gathered for the specific purpose of making this
decision or general data about an individual that was
aggregated across online sources. Our second hypothesis
is that the perceived legitimacy of algorithmic decision-
making is influenced by the type the data used. More
specifically,

Hypothesis 2 There is a positive impact on perceived legit-
imacy for algorithmic decisions when data inputs are gath-
ered for the specific purpose of making the decision as
compared to algorithmic decisions based on general data
about an individual collected from the internet.

Mistakes: Decision outcome affects the perceived legit-
imacy of the algorithmic decision (Starke and Lünich,
2020). Therefore, because both human and algorithmic
decision-makers make mistakes, it is worth studying the
impact of mistakes on perceived legitimacy. To integrate
mistakes into the model, we varied the percent of mistaken
outcomes and particularized the mistake to the type of deci-
sion. The percent of mistakes was systematically varied
(randomly) among 10, 20, 30, 40, and 50%. We then
designed the vignettes to ensure that the type of
mistake made sense with the type of decision. For
example, the element of the vignettes reflecting mis-
takes looked like this: the wrong potholes got fixed XX
% of the time, the wrong neighborhood is patrolled by
police XX% of the time, the wrong schools received
the funds XX% of the time, the wrong prisoner
remains in prison XX% of the time, and patients were
incorrectly denied care XX% of the time. We hypothe-
sized that legitimacy and error rates are inversely
related. More specifically,

Hypothesis 3a Both human and algorithmic decisions
experience decreases in perceived legitimacy as mistake
rates increase.

Hypothesis 3b Given the expected relationship between
decision importance and perceived legitimacy, we also

expect to find that the legitimacy penalty for mistakes to
be greater for more pivotal decisions than for less pivotal
decisions.

Governance and Mistakes: Current policy debates center
not on whether algorithmic decision-making requires some
form of accountability mechanism, but on what that govern-
ance regime should look like (Pasquale, 2019). For
example, de Fine Licht and de Fine Licht theorize that the
lack of transparency would decrease the perceived legitim-
acy of algorithmic decisions (de Fine Licht and de Fine
Licht, 2020). To test whether the type of governance over
an algorithmic decision impacted the degree to which the
decision is perceived to be legitimate, we included three
options for the algorithmic vignettes: notification that a
computer program is being used, a human overseeing the
algorithmic decision, and a control governance option
where the organization neither notifies or has a human over-
seeing the algorithmic decision. All three options are used
in practice, with many government agencies using algo-
rithms without full transparency, providing notice of an
algorithm’s use in a privacy policy, or, including a
“human in the loop.” There are, of course, other possible
governance options. We chose these three options
because many of the other, arguably more robust govern-
ance regimes in the literature—legal remedies or nondiscri-
mination, for example—may not be familiar to nonexperts
and, therefore, simple and accessible options were more
likely to lead to better results. We hypothesize that a gov-
ernance regime will make algorithmic decision-making
systems appear more legitimate than those without any gov-
ernance at all, and that the decision’s importance will be
inversely related to the legitimacy dividend that comes
with a more robust governance regime. We also expect gov-
ernance regimes to somewhat insulate algorithmic decision-
making from error-related legitimacy penalties.

Hypothesis 4a As compared to no governance, any govern-
ance regime makes the algorithmic system perceived to be
more legitimate. Algorithmic decisions with a
human-in-the-loop governance mechanism are perceived
as more legitimate than mere notice.

Hypothesis 4b As decision-importance increases, the legit-
imacy dividend from human-in-the-loop governance would
decrease.

For each vignette, respondents were instructed to indi-
cate on a slider the degree to which they agreed with the
statement: “This decision is legitimate.” The left side of
the slider indicated “Strongly Disagree” and the right side
of the sider indicated “Strongly Agree.” The slider was on
a scale of −100 to+ 100 with the number not visible to
the respondents.
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Vignette template
The template for the vignettes in this study is as follows:

In order to decide {Decision Context}, a computer program
uses information that {Decision Context} {Data Type} to
identify {Decisions Social Goods_alt2}.

Upon review, approximately {Mistakes} of the decisions
were incorrect—{Decisions Context} {Mistakes} of the
time.

The organization {Governance Factor}

Example:

In order to decide the services someone receives under
Medicare or Medicaid (e.g. in home health aide, wheel-
chair, physical therapy, etc), a computer program uses
information that the state’s board for human services gath-
ered specifically for this purpose to identify the patient’s
need for assistance.

Upon review, approximately 10% of the decisions were
incorrect—where patients were incorrectly denied care
10% of the time.

The organization hires a professional to oversee the
decision.

The sample
The surveys were run on Amazon Mechanical Turk, a
crowdsourcing marketplace where researchers publish a
job (“HIT”) for respondents to take a survey. Each respond-
ent rated 30 vignettes taking approximately 10 min; U.S.
respondents were paid $1.70 and were screened for
over 95% HIT approval rate. The survey implementation
was designed to minimize a number of concerns with
samples from Amazon Mechanical Turk. First, the fac-
torial vignette survey methodology was created to
avoid respondent bias in normative judgments—
namely, where respondents might try to game the
system to appear more ethical or socially desirable.
Second, the structure of the data—in two levels with
individuals at the first level and vignette ratings at the
second level—supports the researcher in calculating
whether respondents “clicked through” without actually

Table 2. Sample descriptive statistics.

Human Decision

Survey

Algorithmic

Decision Survey

N 305 294

Vignettes 9180 8820

Age
18–24 30 10% 28 10%

25–34 125 41% 123 42%

35–44 76 25% 83 28%

45–54 39 13% 32 11%

55–64 27 9% 20 7%

65+ 8 3% 8 3%

Gender
Male 156 53% 168 58%

Female 139 47% 122 42%

Table 3. Regressions of vignette factors on legitimacy dependent variable.

Human Decision AI Decision

β p β p

Decision Type
EducDecision −7.29 0.00 −9.59 0.00

HealthDecision −12.02 0.00 −13.29 0.00

ParoleDecision −9.84 0.00 −13.55 0.00

PoliceDecision −2.45 0.10 −7.51 0.00

Null = Pothole Decision
Type of Data
AggregatedData −22.76 0.00 −8.33 0.00

Null = Specific Data
Governance (AI only)
NullGovernance n/a n/a −23.02 0.00

HumanGovernance n/a n/a 11.08 0.00

Null = Notice Only
Mistakes
PercentMistakes −14.84 0.00 −10.80 0.00

Continuous 1–5 (10%–50%)
N (Users) 305 294

N (Vignettes) 9180 8820
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judging the vignette (Coppock, 2018; Daly and
Nataraajan, 2015; Martin, 2019; Tucker, 2014).3

Finally, the survey was designed to identify theoretically
generalizable results as to the relative importance of
factors in driving perceptions of legitimacy of algorith-
mic decisions.4 Thus, the sample is not designed to be
nationally representative as the goal of the study is not
data generalizability.

In the end, 294 respondents rated algorithmic deci-
sions and 305 respondents rated human decisions.
Each time, twice as many respondents were assigned
the algorithmic decision vignette to support the add-
itional analysis conducted on algorithmic vignettes
below (Table 2).

Results

Decision type
Hypothesis 1 suggested that as decision importance
increases, algorithmic decision-making systems should be
perceived as less legitimate. Our analysis lends credibility
to our hypothesis. To test this hypothesis, we regressed
the rating task, the degree the vignette is legitimate, on
the vignette factors. The results are in Table 3. Table 3
includes the coefficients for each decision type with the
least pivotal decision—pothole decisions—as the null.
Highly pivotal decisions, such as healthcare (β = −13.29,
p< 0.001) and parole (β = −13.55, p < 0.001), were
judged less legitimate for algorithmic decisions compared
to decisions judged to not be important (fixing potholes).
This can also be seen in Table 4 with the average legitimacy
rating for each type of decision. Only pothole decisions
were on average rated legitimate, all else being equal
(Avg. = 1.88).

Data types
Hypothesis 2 predicted a positive impact on perceived legit-
imacy (a legitimacy dividend) for algorithmic decisions
when data inputs are gathered for the specific purpose of
making the decision as compared to algorithmic decisions

Table 4. Average legitimacy score across decision type

(automated decisions only).

Decision Type Ave Legitimacy Rating

Potholes (least pivotal*) 1.88

Education −7.78
Police −5.47
Health Services −11.27
Parole (most pivotal) −13.49

*Degree pivotal based on pre-test as explained above.

Figure 1. Average legitimacy score across decision type by data type/source for both algorithmic and human decisions.

8 Big Data & Society



based on general data about an individual collected from
the internet. In general, respondents judged human and
algorithmic decisions as less legitimate when based on
more general data than when based on specific data for a
given decision for both algorithmic and human decision-
making as shown in Table 3. The impact on perceived legit-
imacy for using general data about an individual is negative
and significant for both human decisions (β = −22.76, p <
0.01) and algorithmic decisions (β = −8.33, p < 0.01).

Figure 1 also demonstrates the positive impact on per-
ceived legitimacy for algorithmic decisions based on internal,
specific data compared to commercial, general data by com-
paring the blue line vs. the orange line. This can be framed
in two ways. First, the benefit of using data gathered for
this specific purpose can be seen by comparing the solid
blue line (human decision) to the solid orange line (algorith-
mic decision) across decision types. The benefit of using spe-
cific data is actually larger for human decisions compared to
algorithmic decisions. In addition, the average perceived
legitimacy across all decision types is positive for data gath-
ered for a specific purpose but averages negative for commer-
cially gathered data.

In addition, when using general data about an individual,
the perceived legitimacy for human decision-making
(−22.76) is lower than the legitimacy for algorithmic
decision-making (−8.33; X2= 76.83, p < 0.001). This
would mean that individuals find the use of an algorithm
in decision-making to be more legitimate than a human-led
decision when using general data about the individual, all
else being equal.

Mistakes
Hypothesis 3a suggested that the perceived legitimacy of
algorithmically driven decisions will decrease as the

percent of outcomes that are mistakes increases. We
found our hypothesis was correct. To test hypothesis 3a,
we analyzed the relative importance of mistakes on the
legitimacy of decisions in the regression results in
Table 3. For human decisions, each increase in the
percent mistakes (e.g. from 10–20% or from 20–30%) con-
stitutes a legitimacy penalty of −14.84 (p < 0.01) all else
being equal. For algorithmic decisions, each increase in
the percent mistakes constitutes a legitimacy penalty of
−10.80 (p < 0.01). Table 5 shows the average legitimacy
rating for different percent mistakes estimated. Only deci-
sions estimated at 10% mistakes are rated positively for
algorithmic decisions.

In addition, in hypothesis 3b, we expected the legitimacy
penalty for mistakes to be greater for pivotal decisions. In
other words, although we expect mistakes to negatively
impact the perceived legitimacy of a decision, in general,
we also expect mistakes in highly pivotal decisions to nega-
tively impact perceived legitimacy even more. Table 7
shows the legitimacy penalty for mistakes for each type
of decision, where the perceived legitimacy decreases as
mistakes increase.

We split the sample by the five types of decision and
regressed the rating task—the perceived legitimacy—on
the vignette factors for each type of decision. Table 6
shows the coefficient for the mistake factor in a regression
run by decision type. For each decision type, from decisions
of low importance (potholes) to decisions of high import-
ance (parole), mistakes negatively impact perceived legit-
imacy and create a legitimacy penalty; however, the
legitimacy penalties are not statistically different across
decision types.

Finally, we reran the regressions of the legitimacy rating
task on the vignette factors with an interaction between each

Table 5. Average legitimacy rating across mistake percentage

(automated decisions only).

Percent of Mistakes Ave Legitimacy Rating (Automated)

10% 17.74

20% −0.08
30% −9.23
40% −19.65
50% −25.61

Table 6. Legitimacy penalty for mistakes by decision type.

Coefficient for Mistake for Regressions on Decision Sub-Samples (Sample split by decision type)

Legitimacy Penalty Potholes Education Decision Police Health Parole

For Mistake (β) −12.07** −10.14** −10.53** −10.26** −11.06**

* p< 0.05; *** p< 0.001.

Table 7. Average legitimacy rating across governance types.

Governance

Average Legitimacy

Rating

AI Decision—Human
Governance

8.94

AI Decision—Notice
Governance

−3.86

AI Decision—No Governance −26.39
Human Decision −8.72
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decision type and the mistake factor. No interaction was
significant between decision type and mistake, meaning
the coefficient for mistake was consistent across all decision
types. Contrary to expectations, the legitimacy penalty for
increasing mistakes in the output was consistent across
decision types.

Governance
In hypothesis 4a, we predicted algorithmic decisions with a
human-in-the-loop governance mechanism are perceived
as more legitimate than mere notice. We found this to be
true. The regression results in Table 3 show that both
notice and human oversight result in a significant positive
impact on the perceived legitimacy over no governance
for algorithmic decisions. In Table 3, having no governance
has a negative impact on perceived legitimacy (β =
−23.20, p< 0.01) for algorithmic decision-making and
including a human-in-the-loop provides a legitimacy divi-
dend (β = 11.08, p< 0.01) compared to mere notification.
Measured another way, Table 7 includes the average legit-
imacy rating for each governance type: human governance
of algorithmic decisions has a higher perceived legitimacy
rating than even human decisions. Only algorithmic deci-
sions with human governance have a positive legitimacy
rating.

Governance and Type of Decision. We then examined
whether the increase in legitimacy for including a human
in the loop for governance remains consistent across deci-
sion types. This was hypothesized in hypothesis 4b: as deci-
sion importance increased, the legitimacy dividend from
human-in-the-loop governance would decrease. In other
words, the increase in perceived legitimacy from govern-
ance mechanisms would be moderated by the importance
of the decision: more important decisions would not see
the legitimacy benefit of governance as would decisions
of low importance.

To test hypothesis 4b, the sample was split by decision
type and the rating task was regressed on the vignette
factors including the governance factor. This would allow
us to compare the relative importance of governance
(notice vs. human-in-the-loop) for types of decisions
(pivotal vs. not pivotal). The results of the regression for

the decision type factor are in Table 8. The legitimacy divi-
dend was lower for low importance decisions compared to
pivotal decisions (health, parole, and even police) thus con-
tradicting hypothesis 4.

All else being equal, the legitimacy benefit from utilizing
a human-in-the-loop (rather than mere notice) is greatest for
parole, health, and police decisions and lowest for decisions
not considered pivotal (i.e. potholes). This suggests that
utilizing a human-in-the-loop for highly pivotal decisions
has more impact on the perception of the legitimacy of
the decision than a mere notice governance regime. In
effect, human governance insulated algorithmic decisions
of high importance from decreases in perceived legitimacy.
We also compared the relative importance of decision type
under two conditions: algorithmic decision with mere
notice and algorithmic decisions with a human-in-the-loop
governance mechanism. Although respondents differen-
tiated between types of decisions for the perceived legitim-
acy of the decision with mere notice, the type of decision
ceased to be statistically significant as a factor in the regres-
sion of the perceived legitimacy of algorithmic decisions on
the vignette factors when human-in-the-loop was included
(p> 0.03 for all decisions).

Discussion
Using factorial vignette methodology, this study has shown
that the perceived legitimacy of algorithmic decision-
making systems varies with decision importance, data
source, error rate, and the type of governance regime
applied. More specifically, we find evidence for the follow-
ing statistically significant relationships.

There is an inverse relationship between decision import-
ance and the legitimacy of algorithmic decision-making. Put
another away, the perceived legitimacy decreases as algorith-
mic decision-making is applied to decision types deemedmore
important or pivotal in a person’s life. As to outcomes, we
found a significant relationship between outcome error rates
and legitimacy: as mistake rates increases, perceptions of legit-
imacy decrease. However, the penalty for more mistakes was
constant across the types of decisions and the legitimacy
penalty for mistakes is greater for human decisions compared
to algorithmic decisions.

Table 8. Legitimacy dividend for human-in-the-loop over notice governance by decision type.

Regression Results of Sample Split By Decision Type

Within split sample by …

Legitimacy Dividend Pothole Education Police Parole Health

Human-in-the-Loop (β) (Null = Notice) 2.34 8.68* 16.77** 18.98** 12.72**

X2 (p) for cross-sample comparison n/s 10.40 (0.001) 13.08 (0.001) 5.14 (0.02)

* p< 0.01; *** p< 0.001.
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We also found that the type of data input impacts the per-
ceived legitimacy. Human decision-makers will often use
information gathered from a specific individual to make
decisions about government benefits for that individual. A
social worker, for example, will make Medicaid allocation
decisions based on data they personally gathered from a
visit to the home of an individual seeking in-home care.
That type of data source—specific data gathered from the
decision target—was perceived as most legitimate. The per-
ceived legitimacy decreased significantly when algorithmic
systems made decisions based on general data about an
individual gathered from the Internet. Interestingly, we
found that human-led decisions were perceived as less legit-
imate than algorithmic decisions when general data was
used for the decision. There could be multiple explanations
for this. For example, respondents may not believe humans
could adequately analyze a larger, more heterogeneous data
set as compared to a computer. Given the increasing preva-
lence of algorithmic decision-making systems, respondents
may be experientially primed to accept that some decisions
are made by algorithm (Ajunwa, 2020). The responses may
also reflect the recognition, well known in the literature, that
humans are biased, too (e.g. Ziegert and Hanges, 2005)).
More research is needed to explain these results.

Finally, we found that governance of algorithmic
decision-making matters significantly for legitimacy.
Greater perceived legitimacy was associated with
human-in-the-loop governance compared to the other
form of governance studied—namely, notice. More specif-
ically, human-in-the-loop governance increased the percep-
tion of legitimacy of algorithmic decision-making across
the board, while notice governance is only sufficient to
legitimize nonpivotal decisions. Notably, these results
only compare human-in-the-loop governance to notice
and cannot speak to the legitimacy penalties or dividends
associated with human-in-the-loop governance relative to
other forms of procedural or substantive safeguards. That
said, when human-in-the-loop governance was included,
respondents did not differentiate between types of decisions
(pivotal vs. nonpivotal) when judging the legitimacy of the
decision.

Implications to theory. These results have important implica-
tions for scholars, policymakers, and developers of algorith-
mic systems. First, following Tyler’s (1990/2006) process
theory of legitimacy, the results suggest that government
actors using algorithmic decision-making tools may be
able to make up for some of the legitimacy penalties of mis-
takes with governance regimes. Indeed, we find that
human-in-the-loop governance has the greatest legitimacy
dividend for algorithmic decision-making across a range
of decision types. That conclusion, however, should not
be confused with the suggestion that human-in-the-loop
governance is the best governance regime for algorithmic
decision-making generally. It was simply the most

substantial compared to the other two regimes studied,
which included no governance and mere notice, both of
which are actually quite typical. The algorithmic account-
ability literature includes myriad governance proposals
(Citron, 2007; Jones, 2017; Kaminski, 2019a, 2019b;
Katyal, 2019; Madden et al., 2017; Reisman et al., 2018;
Selbst and Barocas, 2018). There is reason to believe that
human-in-the-loop governance is insufficient (Green,
2021). This study may lend credibility to the notion that
more robust governance may increase legitimacy, but the
effects of other governance regimes must be studied to
determine the optimal governance regime. Nor should
popular legitimacy be the only factor to consider when
developing governance and accountability tools.

Second, we showed that the legitimacy penalty for mis-
takes is greater for human decision-making than for algo-
rithmic decision-making. In other words, we punish
humans for making mistakes more than we do machines.
This result is not surprising. Governance mechanisms are
supposed to catch mistakes, violations of rights, and other
harms. Therefore, having a human in the loop of an algo-
rithmic decision may put individuals’ minds at ease that
someone is checking or auditing the results, even if
human-in-the-loop governance may cover a wide range of
practices (Jones, 2017). Humans also tend to put significant
faith in machines to function properly and achieve results,
and that faith may be a safety net for algorithmic legitimacy
(Hoff and Bashir, 2015). It may also shield algorithmic
systems from necessary interrogation. This study may
suggest that effective governance is necessary for legitim-
acy of algorithmic decision-making, but it does not
suggest that system governance alone is sufficient to
manage algorithmic decision-making generally.

Third, we found a significant relationship between data
type and legitimacy. We found a significant, negative
impact on perceived legitimacy when decisions relied
upon general data about an individual versus specific data
regardless of who was making the decision. This implicates
our understanding of fairness and algorithms because we
may want decisions that affect us to be made based on
data that is actually about us rather than about others.
This has significant implications for algorithmic processes
today and our study of fairness (Barocas et al., 2017;
Barocas and Selbst, 2016; Lee, 2018), which take aggre-
gated data categorized by latent characteristics and apply
it to make predictions about other populations that share
similar traits. Our data suggest that individuals may not
accept government making decisions the same way digital
advertisers make decisions. There is already evidence of
this. The United Kingdom’s use of a grading algorithm
based on general data sparked protests (Hao, 2020).

Implications for practice. The legitimacy penalty associated
with algorithmic decision-making systems based on
general data about the individual and those with significant
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mistakes, combined with the difficulty of using technical
fixes to ameliorate these problems, may raise ethical dilem-
mas for technology designers. Governments rely on skilled
engineers to develop algorithms that they can use to make
social policy decisions. Designers may want to become
involved not only in the technical aspects of algorithmic
systems but also in their governance and deployment in
order to ensure that their designs are used ethically and in
accordance with their values. This study suggests that gov-
ernance and design matter for public perceptions of the
legitimacy of algorithmic legitimacy. If designers would
like to develop these systems ethically, their input may be
valuable on both metrics.

Limitations and areas for future research
Despite these conclusions, this research has certain limita-
tions. Methodologically, factorial vignettes with too many
variables can become too complex for study participants
(Auspurg et al., 2014). We attempted to account for this
problem by both limiting the variables to keep the study
simple and limiting the number of vignettes to which
each respondent must respond. That said, our vignettes
asked respondents to assess legitimacy based on independ-
ent variables in the vignettes. Given the flexibility of that
term, responses could reflect variance in respondent percep-
tions of the word legitimacy. The size of the sample set was
intended to ameliorate those concerns.

The factors included in this study’s analytical model are
also limited. We studied decision importance, data collec-
tion, mistakes, and governance on the legitimacy of algo-
rithmic decisions. We did not study, for example, the
effect of racial, gender, and other forms of bias on legitim-
acy. Therefore, we do not know if any governance regime
could overcome the expected legitimacy penalty that
comes with discriminatory outputs. In other words, out-
comes focused on mistakes are less morally laden that out-
comes that are discriminatory (Martin, 2019);
discriminatory outcomes may be more important to the per-
ceived legitimacy than mere mistakes. Nor does this study
evaluate perceptions of the legitimacy of corporate use of
algorithmic decision-making. Considering the sources of
legitimacy of corporations differ from that of government
(Bitektine and Haack, 2015), the relative importance of
input, process, and outcome on perceived legitimacy
could also differ. Future research could also assess the
effects that different types of algorithms, some of which
require more data than others, have on perceptions of
legitimacy.

Zeng (2020) found that the legitimacy of the Chinese
government’s use of algorithmic decision-making systems
depends in large part on perceptions of the legitimacy of
the government and the Chinese Community Party. We
did not test whether popular perceptions of the legitimacy

of algorithmic decision-making depend on the legitimacy
of the particular government authority deploying it.

Finally, this study does not speak to whether the use of
algorithmic decision-making at all accords with human
values such as equality, nondiscrimination, and dignity,
among others. It might be the case, as scholars have
argued, that technological decision-making systems
elevate neoliberal over social values so significantly that
their use should be limited (Cohen, 2019). That is a
choice society as a whole, whether through the political,
regulatory, or judicial process, must make, but it is not a
focus of this study.

Conclusion
This study adds to the sociolegal, ethical, and technological
literature on algorithmic accountability in at least three
ways. First, the study provides empirical evidence for
descriptive and normative arguments about the need for
robust human governance in the government use of algo-
rithmic decision-making systems. Relatedly, the study
finds that transparency is not a sufficient governance
model for algorithmic decision-making, countering argu-
ments for greater transparency as a governance solution.
Second, this study reinforces the urgent need to develop
governance structures before algorithmic decision-making
becomes omnipresent. Perceived legitimacy is of central
importance to liberal democracy. Opaque algorithmic
systems have the capacity to undermine that legitimacy.
Developing a better understanding of the conditions of
legitimate algorithmic decision-making, not to mention
appreciating when even robust governance may not be
enough to cancel out legitimacy penalties, is, therefore, of
utmost importance to law, society, and technology scholars.
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Notes

1. We focus on government decisions in this study because even
though private actors use automated systems to make decisions
about loans, healthcare, and housing, government use may be
especially problematic when it “distribute[s] resources or
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mete[s] out punishment” (Katyal, 2019). We reserve an ana-
lysis of commercial use of algorithmic systems for future study.

2. In measuring legitimacy, the authors (Lünich and Kieslich,
2021) used four items (I accept the decision; I agree with the
decision; I am satisfied with the decision; I recognize the
decision).

3. A few tests allow the researcher to identify whether the
respondent “clicked through” including whether the range of
responses was small (clustered around −100, 0, or +100) by
analyzing either the “range” of responses or the standard devi-
ation. These respondents were not included in the analysis.
Previous studies of respondent quality comparing Mechanical
Turk to a (more expensive) nationally representative survey
through Knowledge Networks showed a significantly greater
proportion of the sample was discarded for clicking through
for Knowledge Networks (16%) compared to Mechanical
Turk (2%) (Martin and Nissenbaum 2020).

4. Turk has been used for theoretical generalizability quite suc-
cessfully, as in the examination of the relationship between
concepts or ideas (Kang, Brown, Dabbish, and Kiesler, 2014;
Martin and Nissenbaum, 2017; Redmiles, et al., 2017). In cri-
tiques of Turk samples, the Turk results are compared to phone
surveys (Kang et al., 2014) as well as online nationally repre-
sentative samples; the critiques focus on questions of statistical
generalizability (Kang et al., 2014; Sharpe Wessling et al.,
2017). We offer a theoretical examination, where the findings
will support or not support the hypothesized relationships
between vignette factors. Such research seeks the generalizabil-
ity of ideas rather than the generalizability of data patterns
within a specific population (Lynch, 1982). Our results focus
on theoretical generalizability, for example, whether cause–
effect relationships hold or whether concepts are related
(Lynch, 1982).
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Appendix A
In general, the vignettes had the following format. Each
factor is underlined and the randomly generated level for
each factor was created independently and with replace-
ment each time the vignette was created for the respondent.
For the human decisions, which were used for comparison,
the phrase “a computer program” was replaced with “a
group of individuals.” Respondents were assigned either a
series of human decisions or automated decisions.
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Template:

In order to decide {Decisions Social Goods_alt}, a com-
puter program uses information that {Decisions Social
Goods_alt3} {Data Type_alt} to identify {Decisions
Social Goods_alt2}.

Upon review, approximately {Mistakes_alt} of the deci-
sions were incorrect—{Decisions Social Goods_alt4}
{Mistakes_alt} of the time.

The organization {Governance Factor_alt}

Examples:

In order to decide the services someone receives under medi-
care or medicaid (e.g., in home health aid, wheelchair, phys-
ical therapy, etc), a computer program uses information that
the state’s board for human services gathered specifically for
this purpose to identify the patient’s need for assistance.

Upon review, approximately 10% of the decisions were
incorrect—where patients were incorrectly denied care
10% of the time.

The organization hires a privacy professional to oversee
the decision.

++++

In order to decide which potholes are fixed, a computer
program uses information that the city government gath-
ered from individuals’ online browsing behavior to identify
the worst streets in the city.

Upon review, approximately 50%of the decisionswere incor-
rect—where the wrong potholes got fixed 50% of the time.

The organization hires a privacy professional to oversee
the decision.

+++++

In order to decide who gets released early from prison, a
computer program uses information that the parole board
gathered specifically for this purpose to identify the esti-
mated risk of recidivism.

Upon review, approximately 40% of the decisions were
incorrect—where the wrong prisoner remains in prison
40% of the time.

The organization notifies citizens that a computer program
makes the decision.

++++
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